
EXERCISE SET 2

1. Exercises

Exercise 1 (Computing conditional averages): Suppose we have some data representing samples of a pair of

random variables (Y1, Y2):

{(1, 2), (1, 2), (3, 1), (1, 4), (3, 3), (2, 2), (1, 5)}

Compute the following (either by hand, with Python, or a calculator)

(a) E[Y1]

(b) E[Y1|Y2 = 2]

(c) E[Y2|Y1 = 1]

(d) E[Y2|Y1 > 1]

Exercise 2: Do Exercises 3.1.3, 3.1.4, 3.1.10, 3.1.14 in [1] and for each one check your answer using simulations.

Exercise 3 (Independence and conditional expectation): Let X and Y be two random variables with (discrete)

sample spaces SX and SY . (you can find these in the textbook, but give them a try yourself first).

(a) Show that if X and Y are independent E[X|Y = y ] = E[X] and E[Y |X = x ] = E[Y ] for all x ∈ SX and
y ∈ SY . You may assume SX and SY have a finite number of elements, e.g. SX = {1, 2, 3, 4}.

(b) Prove the tower property of expectation, which says that

E[X] =
∑
x∈SY

E[X|Y = y ]P (Y = y)

This is sometimes stated as E[X] = E[E[X|Y ]] where the inner expectation is interpreted as a random
variable depending on the value of Y .

(c) Show that if X and Y are independent, then

var(X + Y ) = var(X) + var(Y )

Exercise 4 (A first taste of hypothesis testing): Last spring, 1425 out of 2748 of student voted “I have no

confidence in President Beilock’s leadership”, which comes out to 51.86%. Let’s try to understand if this small

margin could be a reflection of randomness in who voted rather than a true reflection of the student body’s

preference. To answer this, we make the null hypothesis that in reality exactly 1/2 of the 6300 students at

Dartmouth support the vote of no confidence. We can then view the 2748 students who voted as random

samples from this pool of students. Under the null hypothesis, how likely is the vote margin to be as large as it

was in reality? You may ignore the chance that we could in principle sample the same student twice and you

can either use simulations or formulas.
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Exercise 5 (Conditioning with continuous variables): Let

Z1 ∼ Normal(0, 1)
Z2 ∼ Normal(1, 2)

Compute each of the following using Python

(a) P (Z1 + Z2 > 3)

(b) P (Z1 + Z2 > 3|Z1 < −1)

(c) P (Z2Z1 > 0|Z1 + Z2 < 4)

Exercise 6: Do Exercise 2.4.2 in [1] using simulations. You can also check your answer using calculus if you

wish.

Exercise 7: The random walk is a foundational model in nearly every area of science. It describes the ”motion”

of a variable which moves randomly over time without any memory of its past. Einstein developed a theory of

the motion of microscopic particles based on random walks and they have been used as rudimentary models of

stock prices.

We can define a random walk as follows. Let X0 = 0 and define Xk for k = 1, 2, 3, . . . by the recursive

formula

Xk+1 = Xk + ∆(2Uk − 1)(1)

where ∆ is a constant and

Uk ∼ Bernoulli(1/2)
are iid random variables.

We can think of Xk as the position of a person who is randomly walking with 50-50 chance of the moving to

the left or right by ∆ at each time-step. The entire sequence X0, X1, X2, . . . is referred to as the path of the

random walker.

(a) Write a python function simulaterw(Delta,K) which simulates a random walk for N steps. Yours code

should return the entire path in a numpy array. Make some plots of Xk vs. k .

(b) What are E[Xk |Xk−1 = 2] and E[Xk ]?

(c) Using the central limit theorem, derive an approximation of the mean squared displacement

MSD(Xk) = E[X
2
k ]

(you might notice this is just another name for the variance that is used in the context of random

walks) Verify your approximation by plotting MSD(Xk) as a function of N.
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