
 
Let's begin withthebasicproblem of estimating of from a sequence of
Bernoulli trials

In this case we have the probabilitymodel
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We knowthat if we assume nothing aboutq then q
S N

But what does thismean probabalistially
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his distribution represents our prior knowledge
of q The key is that

we are thinking of q
as a random variable even before we see the

data

We can then think of our model for 5 as a conditional model

of Uniform 0,1
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In Bayesian statistics the goal
is to compute q s
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Importantthisholds forprobability densities aswell



In the context of Bernoulli trials

Id
Prior

f q 51 P
S 1

posterior evidence

Note that in present context
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the posterior is the Bayesian version of
thesample distribution

Because it tells us aboutuncertainty
in our inference butunlikesample
dist it is interpreted as expression
of our belief notempirical distribution
from

repeating
experiments

So where does q
come from

take improper prior f q qF
I

V1
but
5at df o

o

q
Weird



Linear Regression

β from ridge regression

posterior mean of regression
Coefficients in Bayesian linear

regression
a normal prions


