
 

Regularization InEE complex many
paranters

Q Howdowe design flexible models
which do not

overfit the data

Need tomake some assumptions assumptions create bias

No free lunch

But can still control variance in a highly
flexible model

as follows take polynomial regression

EB E

Observation large K values make mode flexible
but

also result in very
cradic behavior when KEN 1

Regularization is the idea that we will control this

eradia behavior by making β small

to implement this we return to optimization picture

β minimize RSS EI iki D

T.aledlossfa.to



In regularized regression

β minimize RSS EI iki.DK R B

Regularization term

which generally
increases

as Bjs increase

In regularized regression
we
pay

a price
for larger β

Common choices
Ethght

oh

Note Laterwewill
Ridge regression R B I p seeconnection

between

Tikhonovregularization regularization
and icoperating

last it msn.to RCP If g
left.tw

edgeinbeaye's

Regularization
reduces variance bc lessvariation in β from different datasets

but increases bias bc making R
R small often means

making y y larger

Oftenwant to place differentweights
on different Bjs

this can be achieved by
R B E dip

jet

in python OLS regularized see section 2 in Colat



A closer lookat regularization and theoptimization perspective

Let's consider the case of estimating the mean M

from N samples In
this is like linear regression with Bo

M B 0

In this case RSS EIC in

To minimize solve RSS 1,2 in to

EI NM i I.tn

Now minimize L m RSS 1m

Fnlm III m 2am 2N MCI YD O

larger smaller th

MII
moredata regularization

mattersless

a whatwould happen
if we used

RSS NM Mo
II µ

where Mo's some fixed R



Fourier and other models
In general the monomials is one notgood terms to

use in a regression
model particularly

when
working

with time seres data

this is because Is and I are highly
correlated

Is no as I grous
butoften we are dealing

w

data which has some approximately

perodic structure

yr
Wittit

In general when we build
a regression

model of the

form

2Bjp E E

jo

we call Pj features or basis functions



Fourner Model

Let's consider data where time
measurement are uniformly

distributed on some interval O L

t Uniform O L
here I willplay
the samerole I
has been

playing

Bjp t xjty.lt E

T
where Pj E Sin Hint note we could rewrite

this in usual linear regression

Ny E
COS 21T X L form EPD butit's

useful

to separate sin and cos
terms

Recall hence Pj try are
sink functions which
go through 1 cycle

1 on 0,4

Clearly Pi Y don't have problem

what about problem



Let's look at example
IELP.RSO

p sin ZTE P P P

Nop Sin 4T

i
theorem t Uniton 0,2

then IECPilhtg.es o if

figI Pi t to t o it

Elt 45 47 o it a

his means

β
v I Pi
varet

i ti
8
41,7

Warning
in practice therewill be some correlation

between pi pi ti t due to
randomness in sample

towener if t points one not
random butevenly

spaced these
correlations vanish

See examples in Colab notebook


