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Statistical learning ch2ISLP

Consider general problem of predicting I basedon w model

ELI x ̅ E I I Distdepending on

prediction qq.tt oakna I for which are

Example predict
CO2 in the future

IE

Inference wantto
understand ships between varia

Example what of CO2 variation is
driven

by
seasonal trend

I I r

Goal Understandissuesthatemerge when adding more complexity to
models

focuson predictionfornow
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Polynomial Regression Suppose E ER

p B e k N B 5

Can define predictors Ij and estimate By using leastsquares

Let's review howthisworks

Cov m Cor IEP te p or

Given data D E i I In n can approximate

Cor x ̅ IF x ̅ Ii

Cor III 5 E E

and solve for β this gives same result
as

B arggin
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Notation let g xD pin when coefficients are computed

from dataset D

and RSS Ii kids recall RSI
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should we make K

previously
we used R 1 but a K N I we can

always
make R 1

R K1

Ext R is computed based on the

data we used to fit the
Coefficients

doesn'ttell us
qq.to

Etn.fiseteie

have aboutability togenralize
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CrossValidation

Breakupinto
twosets

thatasseendata

treatas unseen data

D Dtainupteste
fit themodelusingonlydata in Dtrain

foreach IF in Dtestcompute

YX Da.YI.ptgI
terminal.ge

lookatEst stresstest test Ii XX D q 2

Now we can use Efest as measure ofhowwellmodel predicts
news data points



Alsonote that we can define

Efrain Ii 5 D eq 2.5 in ISLP

and notice

R R 1 Ef we will assure E is

closefor testad training
points

so we canjustwork Es

Now let's look at behavior of Eon Etest as function of K

for the polynomial regression
model
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too simple for couple
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Bias Variane Decomposition

let be
any

quantity
we would like to estimate

and be an estimator of it in discussionabove

g Q ELYIX

let MSE E 07
Because

adding a
constantdoesnot changethevariance

Var E var É Iff E E 0

MSEE

BiasVariane decomposition
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I it
Examples Laplace

Roleof succession see HW5
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Now to relate back to East Us Eran picture

Suppose y
f X IE I Ex is true relationship between x and aug of

Then Y xD is estimatorof f x

Est test i iex.tl yj

II Y If E e x ̅ E D

E YED E E Ey
assumes Niest MSE ELE MSEY 8

large

Here Eest almost approximates MSE of Y butsince
we don't know the true relationship there is an

extra 52

this extra termis
called irreducible error

Note when K N 1 thisrelationship
breaksdown but

it stillgives us an idea of why
the corelooks

the
way

it does

to Etest
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