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More Math see page 6 in week 6 notes

How are regression
coefficients actually computed

Use covariance like we did
with one predictor

to make things simpler assume ECI 0 β 0
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the matrix ITI is called the covariance matrix
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Cafgorical predictors

Say we have a predictor
like I someone's race on a survey

where you canonly
select one race

then I E Blackwhite asian hispanic
other
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Instead we break up into binary 4 variables Fblack white

and consider
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